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Figure 1: An opportunistic notification from a context-aware, privacy-preserving notification system based on gaze data.

ABSTRACT
This paper introduces a novel system to enhance the spatiotempo-
ral alignment of human abilities in agent-based workflows. This
optimization is realized through the application of Linked Data
and Semantic Web technologies and the system makes use of gaze
data and contextual information. The showcased prototype demon-
strates the feasibility of implementing such a system, where we
specifically emphasize the system’s ability to constrain the dissemi-
nation of privacy-relevant information.

CCS CONCEPTS
• Human-centered computing → Collaborative interaction;
Mixed / augmented reality; Ubiquitous and mobile computing sys-
tems and tools; Synchronous editors; • Security and privacy→
Usability in security and privacy; Privacy protections; • Computer
systems organization → Distributed architectures.
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1 INTRODUCTION
Enhancing the interaction and collaboration between humans and
artificial software agents has received much attention over the last
decades (cf. [7]). In such collaborative settings, humans exhibit a
broad range of abilities that could support artificial agent systems
when these are missing specific actuators or sensors for a task—and
vice versa. Consider an industrial company equipped with an agent
system tasked with the maintenance of a machinery fleet. The agent
system might be capable of accessing and analyzing sensor data
from the machines, enabling it to assess immediate failure risks.
Additionally, it may take action on various actuators to ensure the
smooth production of the final product. However, for the system
to run continuously, an annual routine check is required for the
machines, necessitating the expertise of a skilled employee capable
of maintaining and inspecting the machinery. As the agent system
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lacks the capability to perform this task independently, human-
agent collaboration is essential for the system to prevail.

However, the maintenance process demands the employee to
bring specialized tools and be physically present on-site. A possible
solution to achieve the maintenance process includes scheduling
dedicated time of the employee and using planning techniques to
ensure that the required equipment is prepared in advance. A more
efficient approach would be to instruct the employee while they are
already engaged in working on the machine, to procure the necessary
equipment and carry out the maintenance task. However, this ap-
proach might require the employee to transition from their ongoing
task (working at the machine) to fetch the needed equipment for
performing the maintenance task. Such task switches and transi-
tioning between activities incur high cost, as shown in previous
research [23, 24, 26, 30, 34, 35].

To minimize such transitions, we instead propose that the em-
ployee is opportunistically nudged in a contextually adequatemoment
to procure the necessary tools and carry out the maintenance task.
For instance, this nudge would be appropriate when they are al-
ready on their way to the machine and—coincidentally—pass by
the required tools. To enable such opportunistic nudging, it is nec-
essary to identify the appropriate moment to notify the employee
about the potential task, based on contextual information. Possibly,
for instance, the employee’s current gaze behavior might reveal
relevant information; utilizing gaze as a proxy for intent has been
found to be highly suitable [5, 28]. Specifically, if the employee is
already looking at the necessary specialized tool, we can infer that
they could potentially transport the tools to the machine where
they are required. We note that the inclusion of gaze data however
poses a significant privacy risk due to the wealth of information
that our gaze behavior might reveal about us, including information
about our “biometric identity, gender, age, ethnicity, body weight,
personality traits, drug consumption habits, emotional state, skills
and abilities, fears, interests, and sexual preferences” [22]. Hence,
it is imperative for the employee in our scenario to retain control
over the information-sharing process, deciding what information
should be disclosed to whom, and at what time. In addition to
the attention of the human, further contextual parameters need
to align with the situation. For instance, it should be likely that
the employee has enough time to carry out the desired task, be
adequately qualified, and be headed towards the to-be-maintained
machine; otherwise, the system should refrain from nudging them
to avoid overly cluttering their perception.

The industrial scenario described above is one use case among
the many in which our opportunistic human-agent collaboration
system could be useful. It was chosen to illustrate that our system
could indeed reduce time, effort, and hence cost by contextually
supporting humans performing complex tasks that might require
preparation to be done (e.g., procure equipment). Other application
domains for our system are hospitals, schools, and smart homes.

This paper presents a prototype of a novel opportunistic human-
agent collaboration system that determines what nudges a person
should receive based on different contextual information sources,
including live gaze data. Our design facilitates the precise timing
of notifications to humans, ultimately aiming to enhance human-
agent collaboration in a manner that closely aligns with human
preferences and workflows. To counteract privacy challenges that

arise from the use of gaze data in our system, the prototype includes
a mechanism that permits people to select which gaze-derived
information should be shared, and which should remain private.

2 RELATEDWORK
Significant research has been conducted in the domains of human-
agent-collaboration, opportunistic notifications, and using gaze
data with a privacy focus. In the following, we provide a brief
overview of relevant research across these domains.

Human in the Loop: Human-Agent Collaboration. Since its incep-
tion, the field of human-computer interaction has been investigating
the efficient collaboration of people and automated systems. Re-
cent work on human-in-the-loop systems in industry presents a
structured review of key technologies employed to enhance human-
mediated automated production scenarios [31]. This survey high-
lights that, in addition to explainability (especially of Artificial In-
telligence components) and automated audit trails, context-aware
computing, visualization, interaction, and collaborative robotics
play pivotal roles in advancing the research field. An illustrative
example is found in the work of Garrido-Hidalgo et al. [15], who
advocate for human-machine collaboration in an Internet of Things
(IoT) environment. This collaboration involves incorporating sen-
sors into industrial clothing, creating a human-in-the-loop sys-
tem tailored to human needs. This system was shown to enhance
security and prevent some workplace hazards. In the context of
human-computer interaction, also opportunistic notifications have
been investigated. For instance, [14] explores optimal timing for
delivering notifications on mobile phones. This study shows that
higher situational appropriateness of the interruption significantly
reduces delay and increases task completion rate.

Interruptions at the Workplace. The adverse effect of interrup-
tions while people engage in tasks and workflows has also been
well-documented more broadly: O’Conaill and Frohlich [27] demon-
strated that in over 40% of workflow interruptions, the recipient did
not resume the initially intended work, highlighting the necessity
for more efficient strategies to address interruptions. Zijlstra et
al. [36] found that, while interruptions did not directly degrade
performance (thanks to effective coping strategies), they did have a
negative impact on emotion and well-being, consequently leading
to increased effort.

Gaze as a Proxy for Intent. To determine when an interruption
might be most appropriate, the current intent of the targeted user
likely provides valuable information. In addition to the recently
demonstrated possibility of using gaze data to determine an indi-
vidual’s current activity on an Augmented Reality (AR) headset [2],
already a 2005 study of Qvarfordt and Zhai [28] confirms the po-
tential benefits of utilizing eye-gaze data for understanding human
intent. For example, to improve the mutual understanding and
sense of co-presence in remote collaboration environments, Bektaş
et al. [4] recently developed an AR interface that allows a pair of
human users to see each other’s gaze behavior and make eye con-
tact. Ajanki et al. [1] document similar insights by integrating gaze
data into an AR application. Taking a further step, Kandemir and
Kaski [19] integrate machine learning with gaze tracking to learn
specific gaze patterns exhibited by individuals. Gaze information
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might not only permit estimating user intent, but can furthermore
be used to better communicate with the user: Gaze-contingent dis-
plays can dynamically adjust the level of detail according to the
user’s needs (e.g., attention and cognitive load) and provide them
with personalized assistance in solving visual tasks [3]. Klauck et
al. [21] employed gaze information to reduce the frequency of noti-
fications, including chat alerts, new emails, or error messages on a
screen. In a separate study in 2023, Hüber et al. [17] successfully
used gaze information to strategically place notification banners
in less distracting locations. Commercially available AR headsets
can be used to recognize activities from user eye movements and
provide them with AR feedback that is relevant to their current ac-
tivity [6]. While eye tracking data hence has many potential uses in
the context of an opportunistic human-agent interaction system, its
usage is also problematic: In their comprehensive literature review,
Kröger et al. [22] show that eye tracking data has the potential to
reveal a wide range of personal information, including biometric
identity, gender, age, ethnicity, body weight, personality traits, drug
consumption habits, emotional state, skills and abilities, fears, in-
terests, and sexual preferences. This underscores the need to treat
eye tracking data as highly sensitive. To address privacy concerns,
Bozkir et al. [12] proposes a privacy-preserving gaze estimation
method, utilizing synthetic images generated through a randomized
encoding-based framework.

3 A PRIVACY-PRESERVING GAZE-BASED
OPPORTUNISTIC NOTIFICATION SYSTEM
FOR HUMAN-AGENT COLLABORATION

Based on the surveyed related work, we present an opportunistic
human-agent collaboration system that makes use of contextual
information from gaze and additional sources to determine when
human users should be nudged towards a given task. Towards
preserving their privacy, in our system, the user remains in control
of the processing of their contextual data (including gaze).

An overview of our system is shown in Figure 2: In addition to a
head-mounted display (HMD) used for gaze tracking, we use the
Koreografeye [16] orchestration engine to manage context data that
is distributed across several personal decentralized data stores—to
this end, our system makes use of the Solid1 specification (cf. [6]).
By configuring access control lists that are associated with these
data stores, users (and agents) can exert fine-grained control about
when and with what systems the data in their pods is shared. The
orchestration engine is configured with a collection of rules; it mon-
itors the data stores and reacts to specific data changes according to
these rules by processing this data and writing the results to other
Solid data stores. The orchestration engine, specifically, processes
the contained data to infer currently possible activities of the user
and informs the agent that it may nudge the user towards one of
these.

3.1 Technologies Used
Our prototype system consists of a large number of interacting
components. To enable the reader to better understand the overall
system, we first give an overview of each utilized technology.

1See https://solidproject.org/

Figure 2: Demonstration Setup - Simplified. A user equipped
with a Head Mounted Display (HMD) in conjunction with
their Solid pod, along with a Koreografeye orchestrator and
an agent system comprising a Solid pod, as well as reasoning
and acting software.

Solid. Solid (formerly Social Linked Data) pods are decentral-
ized data-sharing platforms on the basis of the World Wide Web
Consortium’s (W3C) Solid specification [29]. These pods enable
users to create Linked Data [10] containers for integrating personal
data into the Semantic Web while maintaining fine-grained access
control. Users can specify access permissions for each container,
ensuring a secure and controlled approach to data sharing.

Orchestration on the Semantic Web. The incorporation of N3-
based rules [8] as exemplified in Listing 1 represents a Semantic-
Web-based approach to seamlessly integrate rules and reasoning.
Grounded in the N3 format [9], these rules facilitate reasoning pro-
cesses reliant on existing queryable data, aligning seamlessly with
the Solid ecosystem [29]. An orchestrator leverages these rules to
dynamically generate or modify data. An example orchestrator in
this domain, which we make use of in our system, is Koreograf-
eye [16]. This orchestrator employs the EYE reasoner [32] to execute
rules in conjunction with specified data.

Listing 1: A sample N3 query [8]
{

? x a ex : Tes tDa ta .
( ? x + 1 ) AS ? s .

} => {
? s a ex : R e s u l t .

}

Web Embodied Agents. The W3C Web of Things (WoT) [18] ad-
dresses the challenge of application-layer fragmentation on the
Internet of Things (IoT) through a common Web-based application

https://solidproject.org/
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layer and interface definition language called W3C WoT Thing De-
scription (TD). This facilitates seamless integrations and recent re-
search has proposed and demonstrated integration of the WoT with
core technologies and approaches from the field of Autonomous
Agents and Multiagent Systems (cf. [13]). This approach further is
compatible with a recent integration of the WoT with Solid as data
platform (see [37]), which demonstrates the successful embodiment
of agents into the Web.

JaCaMoWeb-based Autonomous Agents. The JaCaMo project [11]
is dedicated to advancing the Multi-Agent Oriented Programming
(MAOP) paradigm by offering a comprehensive development plat-
form. This platform seamlessly integrates a suite of tools and pro-
gramming languages tailored for addressing the design dimensions
(agent, environment, and organization) of Multi-Agent Systems
(MAS).

3.2 Demonstrator
Our system integrates these technologies to permit opportunistic
human-agent collaboration. As the system could potentially be used
in a variety of setups, we first present the generic setup of the system
to be followed by the detailed implementation of the real-world use
case illustrated in the introduction to prove its functionalities.

The overall configuration is depicted in Figure 2. Our system
comprises a gaze-enabled HMD that captures gaze data as well as
the focused objects. To enable users to exert fine-grained control
over their data as well as derived information our system is capable
of writing data to a private Solid pod of the user. The same pod
includes a container with N3-based rules that specify what data
should be made public. The orchestration engine at the same time
monitors changes in the private gaze data pods, executes the speci-
fied N3-based rules, and writes the results from processing the data
using these rules to another gaze data container. This container
may be made fully public, or the user may configure it to permit
access to specific entities (e.g., software programs or other people).

On the receiving end of the information system is the agent,
whose architecture is flexible and presented as a suggestion. Other
agent systems can be employed due to the high interoperability
of the WoT interface [33]. In our prototype system, the agent also
uses a Solid pod. Leveraging the WebhookChannel2 capability of the
Solid specification, the agent monitors changes in the public gaze
data. It incorporates N3-based rules that process the gaze data to
determine whether the system should expose an ability of the user
that the agent might nudge them towards. In the proposed setup,
WoT Thing Description3 data is used for the transmission of essen-
tial information to a JaCaMo agent. This equips the JaCaMo agent,
as a part of a multi-agent system based on Multi-Agent-Oriented-
Programming (MAOP), to integrate the nudging possibility into
its own reasoning and possible actions. As already mentioned, the
JaCaMo agent should be seen as a suggestion. Due to the high inter-
operability of the WoT interface[33] a variety of different software-
based agents could be used to leverage the benefits of the system
presented.

To demonstrate the effectiveness of the proposed system in more
detail, the system is applied to the machine maintenance use case as
2https://solid.github.io/notifications/webhook-channel-2023
3https://www.w3.org/TR/wot-thing-description/

Figure 3: Real World Scenario. Illustration of all the relevant
steps included in the demonstrator.

described in the introduction. The machine maintenance scenario
involves seven steps, depicted in Figure 3. The maintenance task
in this scenario is typically carried out by experts who regularly
engage with the machine and is required in a regular interval (e.g.
once a year). Additionally, a specific tool, in this case a screwdriver,
is necessary for the maintenance process. The seven steps are ex-
plained in more detail below describing a possible happy path in
the machine maintenance scenario to better illustrate the chain of
events required in the proposed system.

Precondition In the outlined scenario, the foundational pre-
requisites involve the employee using an HMD (i.e. Microsoft
Hololens 2) equipped with the Augmented Reality Eye Track-
ing Toolkit (ARETT) [20] for tracking the gaze data of the
employee. Additionally, the employee utilizes a Solid pod
where N3-based rules are defined, specifying what informa-
tion should be made public and what should remain private.
JaCaMo-based autonomous agents are responsible for man-
aging the manufacturing site and have their own Solid pod.
This pod provides additional contextual data, such as an
employee’s eligibility for machine maintenance and details
about the employee’s work agenda. The company can also
establish dynamic rules, updating possible actions based on
changes in the public gaze data of the employee. Through
Solid WebhookChannels, the agent monitors changes in the
public gaze data of the employee’s pod.

Step 1 The employee gazes at a screwdriver and the HMD
records the raw gaze data.

Step 2 The HMD converts the gaze data along with informa-
tion about the location of scene objects (i.e., the screwdriver)
to semantic triples. In this case, a triple is created that ex-
presses that the user gazes at the screwdriver. This informa-
tion is stored in the private gaze container of the employee.

Step 3 The reasoner assesses whether the gaze data should
be made public, adhering to the provided N3-based rules.
For instance, these rules can specify that information about

https://solid.github.io/notifications/webhook-channel-2023
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gazing at tools may be published while information about
gazing at other people or must remain private.

Step 4 Due to the configured WebhookChannels the agent’s
Solid pod reacts to the change in the user’s gaze informa-
tion. The hook triggers the Koreografeye orchestrator to
run the reasoning based on the new data and the provided
N3-based rules. Because the context information available in
the agent’s data container indicates that the employee who
looked at the screwdriver is not only on the way to the weld-
ing robot, but also eligible to maintain the welding robot, a
possible action to bring the screwdriver to the welding robot
is inferred.

Step 5 This identified possible action (bringing the screwdriver
to the welding robot) is transmitted to the JaCaMo agent.

Step 6 The JaCaMo agent incorporates the new possible action
into its own ruleset. Since the agent is determined to main-
tain the welding robot, the agent is able to opportunistically
nudge the employee, because of the contextually adequate
moment. Thus, the agent invokes theWoT Thing Description
integrated in the possible action and notifies the employee
to take the screwdriver. The possible nudge is illustrated in
Figure 1.

Step 7 The employee receives the notification of bringing the
screwdriver to the welding robot. Since it is still a nudge the
employee, the employee could still neglect the notification.
However, because the context for bringing the screwdriver
to the welding robot is ideal, the additional effort on the
employee is fully minimized and therefore the employee
seizes the chance and brings the screwdriver to the welding
robot for maintenance.

Opportunistic Collaboration. In the aforementioned scenario, the
employee who was looking at the screwdriver was coincidentally
on the way to the welding robot and eligible of maintaining the
welding robot. This scenario was used to demonstrate the happy
path of the system presented. However, to see the context fit the
optimal circumstances will occur less often then not. For instance, if
the employee would have not been on the way to the welding robot
when looking at the screwdriver, the reasoning would not forward
the possible action to bring the screwdriver to the welding robot.
The same is also true for the case when the user is not eligible of
maintaining the welding robot. The system presented is therefore
able to react opportunistically and thus only nudging in opportune
moments. But foremost, it is the employee who is profiting from this
presented demonstrator, as the N3-based rules allow the employee
to change the rules during runtime and could always configure all
gazes to private (for example during a break), which would lead to
no notifications at all.

4 DISCUSSION
Our prototype system effectively showcases the feasibility of utiliz-
ing gaze data to establish a privacy-preserving notification system
for integrating human and agent collaboration. The system exhibits
high scalability of privacy and context awareness, permitting the in-
clusion of additional contextual or privacy information, leveraging
the capabilities of Solid and its ecosystem. This scalability facilitates
the creation of an exceptionally optimized system for human-agent

collaboration, enhancing the capabilities of autonomous agents
while safeguarding the privacy and workflow of the human user.

Having such a system in place allows for more solutions in the
problem domain of better integrating human abilities into already
existing agent systems while maximising both human and agent
system efficiency, then just the motivating scenario of machine
maintenance used as a demonstrator in this paper. The proposed
system could find usage not only in domain of healthcare where it
could be a support tool for healthcare workers providing services
to patients while optimizing their daily schedule to become even
more efficient, but also in the domain of sustainable living/working,
nudging people to include climate-friendly actions into their habits
and personal workflows.

Nonetheless, several aspects remain open for further exploration:
First, the current integration of gaze data could be enhanced by
adopting more nuanced criteria. Our implemented system is sen-
sitive to even very short gaze duration; however, individual gaze
patterns vary significantly from one person to another. This could
be accounted for in an enhanced version of this system, where in-
dividual/personal factors are taken into account when determining
whether a registered gaze point actually implies that the user has
gazed at an object. A suitable way to include this aspect could be the
integration of an ontology that describes the user-specific relation-
ship between 3D gaze coordinates and semantic gaze relationships
(i.e., does a 300ms fixation in an area of interest imply that the user
has gazed at the respective object?).

Another avenue for improvement is the incorporation of gaze
prediction techniques, such as Gazeformer [25]. This would not
only enable the agent to interact more seamlessly with the human
but also anticipate probable user actions within the context of the
system presented in this paper. Third, considering the findings of
Zijlstra et al. [36], which indicate that not all interruptions are
harmful, there is an opportunity to individualize the interruption
pattern and tailor it to the specific characteristics of the human user.
This could enhance the overall adaptability and user-centricity of
the notification system.

5 CONCLUSION
In this paper, we present a privacy-preserving context-aware oppor-
tunistic notification system for human-agent collaboration utilizing
gaze data: Notification occurs only when the human is situated in
a context where nudging the user is appropriate. The autonomy of
the individual is further emphasized through the ability to prevent
specific agents from accessing their data using the Solid protocol’s
authorization system. This approach facilitates the integration of
human capabilities with autonomous software systems, mitigating
the costs associated with task switching for the human. Moreover,
it affords the individual complete control over their data, allowing
for the specification of preferences. The system, therefore, serves
as an effective collaborative tool, showcasing a harmonious bal-
ance between human agency and autonomous functionality. Our
implemented prototype serves as a demonstration of the general
principle of employing gaze-based, privacy-preserving, and context-
aware methods using Linked Data and Semantic Web technologies
to determine beneficial timing for interacting within human-agent
workflows.
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